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Abstract

A method is proposed for the fast detection of ob-
jects that maneuver in the visual �eld of a monoc-
ular observer. Such cases are common in natural
environments where the 3D motion parameters of
certain objects (e.g. animals) change considerably
over time. The approach taken conforms with the
theory of purposive vision, according to which vi-
sion algorithms should solve many, speci�c problems
under loose assumptions. The method can e�ec-
tively answer two important questions: (a) whether
the observer has changed his 3D motion parameters,
and (b) in case that the observer has constant 3D
motion, whether there are any maneuvering objects
(objects with non-constant 3D motion parameters)
in his visual �eld. Essentially, the method relies
on a pointwise comparison of two normal 
ow �elds
which can be robustly computed from three succes-
sive frames. Thus, it by-passes the ill-posed problem
of optical 
ow computation. Experimental results
demonstrate the e�ectiveness and robustness of the
proposed scheme. Moreover, the computational re-
quirements of the method are extremely low, making
it a likely candidate for real-time implementation.

1 Introduction

Most of the research e�orts to date in compu-
tational vision are in
uenced by the so called re-
constructionist approach. Their basic assumption is
that the general goal of computer vision is to pro-
duce an accurate, quantitative 3D representation of
a scene. During the last decade, a new theory of
vision has emerged, that of active and purposive vi-
sion [?]. According to the purposive theory, a vi-
sion system should be implemented by a set of pro-
cesses which cooperate for achieving speci�c goals.
Each process is dedicated to understanding certain
aspects of the environment and, therefore, the state-
ment and the solution of simpler problems is en-
abled.

This paper studies one such visual process,
namely the visual detection of maneuvering objects.
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This is related to the problem of independent mo-
tion detection by a moving observer. The problem of
independent 3D motion detection can be de�ned as
the problem of locating objects that move indepen-
dently from the observer in his visual �eld. Recently,
this has been approached mainly by assuming some
knowledge about the observer's motion. Thomson
uses knowledge of certain aspects of egomotion and
scene structure [?]; Sharma and Aloimonos [?] as-
sume translational egomotion; Nelson [?] requires
some a priori knowledge of egomotion parameters
and assumes upper bounds on the depth of the scene.
In some recent approaches, the problem is tackled
without restrictive assumptions regarding the ob-
server or the environment [?, ?], but is formulated
for a stereoscopic observer.

Although the general problem of independent 3D
motion detection is di�cult, we argue that impor-
tant aspects of it, such as the detection of maneuver-
ing objects, can be solved robustly by simple algo-
rithmic techniques. Based on the principles of pur-
posive vision, this is approached in this paper by
employing only an adequate representation of visual
motion, rather than trying to fully recover motion
information. More precisely, we extract from image
sequences the minimum information needed for the
detection of maneuvering objects. The developed
scheme does not rely on the computation of opti-
cal 
ow, rather on the spatiotemporal derivatives of
the image intensity function, known as normal 
ow.
The latter, although less informative compared to
optical 
ow, can be robustly computed from a se-
quence of images. Based on the choice of normal 
ow
to represent visual motion information, a method is
proposed for the detection of maneuvering objects.
The method performs a pointwise comparison of the
two normal 
ow �elds that result from three succes-
sive image frames; this comparison signals changes
in the 3D motion parameters of the observer or of
the objects in the �eld of view.

The problem of detection of maneuvering objects
has also been approached in [?] by assuming smooth
observer motion and inexact knowledge of the mo-
tion �eld. In our approach the observer's motion
is not restricted and, moreover, changes in his 3D
motion parameters are signaled. In addition, no as-
sumptions about the objects' motion are imposed,



making it useful in practical applications where the
detection of motion changes is desired.

The rest of the paper is organized as follows. Sec-
tion 2 presents the imaging geometry and the motion
representation employed in this work. In section 3,
the method for the detection of maneuvering objects
is presented. In section 4, experimental results from
the application of the maneuvering objects detection
algorithm to image sequences are presented. Finally,
section 5 presents concluding remarks that summa-
rize the results of this work.

2 Motion representation

Let a coordinate system OXY Z adjusted to the
optical center of a camera, such that the OZ axis
coincides with the optical axis, as shown in Fig.
1. Under perspective projection, a point P (X;Y; Z)
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Figure 1: The camera coordinate system.

in 3D space projects on the image plane at point
p(x; y). If P is moving relative to OXY Z with trans-

lational motion ~t = (U; V;W ) and rotational motion
~! = (�; �; 
)1, the equations describing the 2D ve-
locity (u; v) of the image point p(x; y) are written as
[?]:
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where f is the camera focal length.
Equations (1) describe the 2D motion �eld, which

relates the 3D motion of a point with its projected
2D motion on the image plane. The motion �eld is
a purely geometrical concept and is not necessarily
identical to the optical 
ow �eld [?], which describes
the apparent motion of brightness patterns observed
because of the relative motion between an imaging
system and its environment. Verri and Poggio [?]
have shown that the motion and optical 
ow �elds
are identical in speci�c cases only. Even in the cases
that these two �elds are identical, the problem of
optical 
ow estimation is ill-posed [?]. This is of-
ten approached using regularization methods, which
impose constraints on the solution. Such constraints

1This 3D motion may be due to a motion of the coordinate
system (egomotion) and/or independent motion of point P .

are related to certain assumptions about the struc-
ture of the viewed scene. In practice - especially in
the case of independent motion where motion dis-
continuities exist by de�nition - these assumptions
are quite often violated, resulting in errors in op-
tical 
ow estimation. For the above reasons, the
proposed scheme for the detection of maneuvering
objects does not rely on the computation of optical

ow, rather on normal 
ow, i.e. the projection of op-
tical 
ow along the direction of intensity gradient.

Let now the image sequence be modeled as a con-
tinuous function I(x; y; t) of two spatial (x; y) and
one temporal (t) variables. Assuming that irradi-
ance is conserved between two consecutive frames,
the well known optical 
ow constraint equation [?]
is formulated as a dot product:

(Ix; Iy) � (u; v) = �It (2)

where, Ix, Iy and It are the spatial and temporal
partial derivatives of the image intensity function,
respectively. Equation (2) gives a constraint for the
components u and v of optical 
ow and enables the
computation of the projection of the optical 
ow
along the intensity gradient direction, namely the
normal 
ow.

The normal 
ow �eld is not necessarily identi-
cal to the normal motion �eld (the projection of
the motion �eld along the gradient), in the same
way that the optical 
ow is not necessarily identi-
cal to the motion �eld [?]. However, normal 
ow is
a good approximation to normal motion at points
where the image gradient magnitude jjrI jj is large.
Such points provide reliable information for motion
perception.

Let (nx; ny) be the unit vector in the gradient di-
rection. The magnitude un of the normal 
ow vector
is given by un = unx + vny which, by substitution
from eqs. (1), yields:
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3 Detection of maneuvering objects

Suppose that the 3D motion parameters of
P (X;Y; Z) remain constant over three frames that
are acquired at time instances t � 2, t � 1 and t.
Suppose also that we compute a normal 
ow �eld,
from frame t � 1 to frame t. Then, the normal

ow computed at point (x; y) with gradient direction
(nx; ny), is given by eq. (3). Let us also compute the
normal 
ow from frame t�1 to frame t�2. Because
of the hypothesis of constant 3D motion, point P will
again move from time t�2 to time t�1 with motion
parameters (U; V;W ) and (�; �; 
) or, equivalently,



with parameters (�U;�V;�W ) and (��;��;�
)
from time t� 1 to t� 2. Therefore,

un
(t�1)!(t�2) = �un

(t�1)!t (4)

Note that since both normal 
ow �elds appearing
in eq. (4) are computed with respect to time in-
stant t � 1, for a given point (x; y), the gradient
direction (nx; ny) and the depth Z are the same for

un
(t�1)!(t�2) and un

(t�1)!t. Equation (4) provides
a simple, yet e�ective criterion to check whether the
3D motion parameters of a point remain the same
over three frames in time. Once the two normal 
ow
�elds are computed, then for each point the sum of
the normal 
ow values should be equal to zero. A
non-zero value signals a change in the 3D motion
parameters of the corresponding point. In practical
situations, the sum of normal 
ow values will not be
zero due to errors in the computation of the time
derivative. We may, however, require the absolute
value of the sum to be small with respect to the
sum of the absolute normal 
ow values, deriving the
following criterion:

jun
(t�1)!(t�2) + un

(t�1)!tj

jun(t�1)!(t�2)j+ jun(t�1)!tj
< �un (5)

where �un is a threshold controlling the sensitivity
to changes in motion in the three frames.

The satisfaction of criterion (5) over subsets of
scene points, leads to four interesting cases; they
are summarized below, where it is assumed that the
majority of the scene points correspond to the static
world. Let IP be the set of image points for which re-
liable normal 
ow values have been computed; then:

1. The criterion holds for all image points
in IP . This is the case where neither the ob-
server, nor any object(s) changed their motion
parameters. Note that the change of motion pa-
rameters includes the case of previously static
objects that have now started moving.

2. The criterion holds for the majority of
image points in IP . This is the case where
the motion of the observer remained constant.
Points where the criterion does not hold, are
points of objects that changed their motion.

3. The criterion holds for the minority of
image points in IP . This is a special case
where both the observer and the independently
moving object(s) changed their motion in ex-
actly the same way, so that no relative change
can be detected.

4. The criterion does not hold for any point
in IP . The motion of the observer has
been changed. It cannot be decided, however,
whether some objects have also changed their
motion.

Based on whether criterion (5) is satis�ed or not
at a certain point, a label may be assigned to that

point, which describes whether its 3D motion pa-
rameters have been changed or not.

It is noted that by employing normal 
ows, only
incomplete information about motion is used. A
normal 
ow value is the projection of an optical 
ow
vector at a certain direction. In�nite many other op-
tical 
ow vectors may have the same projection in
the same direction. Consequently, there are certain
changes in the 3D motion parameters of a point that
cannot be recovered through summations of normal

ow values. However, in a region where 3D motion
changed, it is expected that many di�erent gradient
directions exist and, therefore, the concentration of
points that do not satisfy criterion (5) will be high.
This observation, leads to the conclusion that some
type of post processing is needed. Such a postpro-
cessing is achieved through a simple majority voting
scheme. The label of a point is changed to the label
of the majority of the points in a small neighbor-
hood. This allows isolated points to be removed.

4 Experimental results

A set of experiments has been conducted in order
to test the performance of the described method.
Representative results from these experiments are
given in this section. These results refer to the
the \coca-cola" sequence which has been appropri-
ately modi�ed with the addition of rotational mo-
tion. Fig. 2 shows one frame of this sequence. The

Figure 2: One frame of the \coca-cola" sequence.

camera moves with translational motion approach-
ing the scene. Since there is no independent mo-
tion in the scene in view, a rotational motion has
been synthetically added in the area of the coca-cola
can. More speci�cally, in the third frame (frame at
time t), the coca-cola can has been moved relative
to the second frame by adding (synthetically) ro-
tational motion (the observer's egomotion was left
unchanged). Rotational motion has been employed
because it does not interfere with the scene struc-
ture. After smoothing the images, the two normal

ow �elds were obtained and criterion (5) was com-
puted for all image points with a reliable normal 
ow
value. Figure 3(a) shows a three dimensional plot of
the values of criterion (5). x and y dimensions of
the plot correspond to the x and y dimensions of
the image while the third dimension corresponds to



(a)

(b)

Figure 3: (a) 3D plot of the image points with re-
spect to criterion (5), and (b) characterization of
points with respect to the constancy of their 3D mo-
tion parameters (see text for explanation).

the values of criterion (5). It is evident that in the
points of the coca-cola can where a motion change
occurs, criterion (5) gives distinguishably di�erent
values than in the other points of the image which
move due to the constant egomotion. Figure 3(b)
shows the �nal labeling of the pixels. White pixels
correspond to points where the 3D motion has been
changed, black pixels correspond to points which
kept the same 3D motion parameters and gray pixels
correspond to points where no reliable normal 
ow
vectors could be computed.

5 Summary

In this paper, a method for the visual detection
of changes in the 3D motion parameters of objects
has been described. The method is capable of an-
swering two speci�c questions regarding a monocular
observer and the scene being observed: (a) whether
the observer moves with constant 3D motion param-
eters, and (b) whether some objects are maneuvering
within the observer's visual �eld. Despite the high
complexity of the general independent 3D motion
detection problem, it has been shown that these two
speci�c questions may be robustly answered by us-
ing a simple computational scheme. The method
avoids the solution of the structure from motion
problem and relies on the comparison of two normal


ow �elds that are computed from three successive
image frames. Relying on normal 
ow and on its
time-reversed computation, enables the method to
also avoid the solution of the correspondence prob-
lem. The computational requirements of the pro-
posed method are extremely low, facilitating real
time implementation.

The experimental results presented serve as an
indication of the e�ectiveness of the method, which
answers important questions by employing minimum
assumptions about the external world and the ob-
server. Current research is targeted towards inte-
grating the proposed method with other robust vi-
sual capabilities, in order to provide synergistic so-
lutions to more complex vision problems.


