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Abstract

Several vision tasks rely upon the availability of sets of
corresponding features among images. This paper presents
a method which, given some corresponding features in two
stereo images, addresses the problem of matching them with
features extracted from a second stereo pair captured from a
distant viewpoint. The proposed method is based on the as-
sumption that the viewed scene contains two planar surfaces
and exploits geometric constraints that are imposed by the
existence of these planes to predict the location of image fea-
tures in the second stereo pair. The resulting scheme handles
point and line features in a unified manner and is capable
of successfully matching features extracted from stereo pairs
acquired from considerably different viewpoints. Experimen-
tal results from a prototype implementation demonstrate the
effectiveness of the approach.

1 Introduction

A fundamental problem in computer vision, appearing
in different forms in tasks such as discrete motion estima-
tion, feature-based stereo, object recognition, image regis-
tration, camera self-calibration, image-based rendering, etc,
is that of determining the correspondence among sets of im-
age features extracted from different views of the same scene.
The correspondence problem has proved to be very difficult
to solve automatically and a general solution is still lack-
ing. The difficulty mainly stems from the fact that common
physical phenomena such as changes in illumination, occlu-
sion, perspective distortion, transparency, etc, might have a
tremendous impact on the appearance of a scene in different
views, thus complicating their matching.
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Images whose viewpoints differ considerably have desir-
able properties for certain types of applications. In such
cases, for example, structure from motion estimation be-
comes more accurate, the flexibility in image acquisition is
increased and fewer views are required for effectively sam-
pling the environment. In order to facilitate the matching of
features extracted from such images, two alternative strate-
gies have been proposed in the literature. The first is to adopt
a semi-automatic approach and assume a priori knowledge of
geometric constraints that are satisfied by the different views
[4, 10, 3, 1]. The second alternative approach for determining
feature correspondence in the presence of large disparities, is
to exploit quantities that remain unchanged under perspective
projection and can be directly computed from the employed
image features (i.e. projective invariants). Due to the lack of
general-case view invariants, such approaches need to make
assumptions regarding the structure of the viewed scene. The
most common assumption made in previous work is that the
features to be matched lie on a single 3D plane in the scene
[9, 6].

In this paper, we propose a novel method for propagating
matching features from two stereo images to another stereo
pair that is assumed to have been acquired from a signif-
icantly different viewpoint. The method is based on the
assumption that the viewed scene contains two planar sur-
faces and employs scene constraints that are derived with the
aid of projective geometry. Points and lines are treated in a
unified manner and their correspondence in images that are
related by arbitrary projective transformations can be deter-
mined. The rest of the paper is organized as follows. Section
2 presents an overview of some preliminary concepts that are
essential for the development of the proposed method. Sec-
tion 3 presents the method itself. Experimental results from
an implementation of the method applied to real images are
presented in section 4. The paper is concluded with a brief
discussion in section 5.



2 Notation and Background

In the following, vectors and arrays will be written in
boldface and the symbol ' will be used to denote equality
of vectors up to a scale factor. 3D points or lines are written
in capitals, while their image projections are designated by
small letters. Using projective (homogeneous) coordinates,
image point (px; py) is represented by the 3 � 1 column
vector p = (px; py; 1)T . A line having equation of the
form lT � p = 0 is also delineated by projective coordinates
using the vector l. Since projective coordinates are defined
up to a scalar, all vectors of the form �p, with � 6= 0, are
equivalent, regardless of whether they represent a point or
a line. The line defined by two points p1 and p2 is given
by the cross product p1 � p2, and, due to duality, the point
of intersection of two lines l1 and l2 is equal to l1 � l2.
For a more detailed treatment of the application of projective
geometry to computer vision, the interested reader is referred
to [2].

A well-known constraint for a pair of perspective views
of a rigid scene, is the epipolar constraint. Assuming that no
calibration information is available, the epipolar constraint is
expressed mathematically by a 3� 3 singular matrix, known
as the fundamental matrix. More specifically, assuming that
p andp

0

are two homogeneous 3�1 vectors defining a pair of

corresponding points in two images, they satisfy p
0T
Fp =

0, where F is the fundamental matrix. Another important
concept from projective geometry is the plane homography
H, which relates two uncalibrated views of a plane Π in
3D. Assuming that p is the projection in the first view of a
point belonging to Π and p

0

is the corresponding projection
in the second view, then the two projections are related by
p

0

' Hp. MatrixH can be estimated only up to an unknown
scale factor, thus it has eight degrees of freedom.

Owing to the non-singularity of H, a homography is eas-
ier to estimate compared to a fundamental matrix [8]. In
practice, the most accurate estimates of both a fundamental
matrix and a plane homography are obtained using non linear
minimization techniques; more details can be found in [13]
and [8] respectively.

3 The Proposed Method

The proposed method starts by identifying in each stereo
pair the features lying on the two planes that are assumed to
exist in the viewed scene. Then, planar features are matched
between stereo pairs by exploiting quantities that are invari-
ant under perspective projection. Finally, using geometric
constraints that are imposed by the matched 3D planes, the
correspondence among features of the two stereo pairs that
do not belong to the planes is established.

3.1 Segmenting Planar Surfaces

Suppose that a set of corresponding points and lines ex-
tracted from two stereoscopic images is available. We start
by computing the homography induced by the plane defined
by a 3D line L and a 3D point P =2 L. Clearly, L is the
common intersection of a pencil of 3D planes containing it.
As shown in [12], the homographies of this pencils’ planes
are given by a single parameter equation:

H(�) = [l
0

]�F+ �e
0

lT ; � 2 R (1)

In Eq.(1), l and l
0

are the projections of L in the two images,
F is the underlying fundamental matrix, e

0

is the epipole
in the second image defined by Fte

0

= 0 and [l
0

]� is the
skew symmetric matrix representing the vector cross product
(i.e. 8 x; [l

0

]�x = l
0

� x). Assuming that P projects to
the corresponding image points p and p

0

, let q = p � p
0

.
Obviously, p

0

� q = 0, and since p
0

' H(�)p, it turns out
that ([l

0

]�Fp) � q + �(e
0

lTp) � q = 0. The parameter �
for the plane defined by L and P is determined by solving
this last equation and then the corresponding homography is
given by substituting the solution into Eq. (1).

Based on the above computation, a method for segmenting
the two most prominent 3D planes, (i.e. the ones containing
the two largest numbers of corresponding features) operates
as follows. Initially, the homographies of the planes defined
by all pairs of corresponding lines and points are computed.
Following this, each homography is used to predict the loca-
tion of every feature from one image in the other one. A vote
is casted in favor of the homography for which the predicted
location best approximates the true location of the matching
feature. In addition, this feature is assumed to belong to the
plane defined by the homography in question. Upon termi-
nation of this voting process, the two planes that receive the
largest and second largest numbers of votes are identified
as the two most prominent ones. Finally, the homographies
of the two most prominent planes are refined using robust
regression on the constraints derived from the full sets of
features assigned to them [6].

3.2 Matching Coplanar Features

Suppose that two sets of points and lines extracted from
a pair of disparate views of a planar surface are available. In
order to match those features, the algorithm that we have de-
veloped in [6] is employed. Briefly, this algorithm employs a
randomized search scheme, guided by geometric constraints
derived using the two-line two-point projective invariant, to
form hypotheses regarding the correspondence of small sub-
sets of the two feature sets that are to be matched. The
validity of such hypotheses is then verified by using the sub-
sets that are assumed to be matching to recover the plane
homography and predict more matches. Owing to the fact
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Figure 1. The 3D point O defines the lines R
and S with the points P and Q that lie on the
first plane. These lines intersect the second
plane at points M and N.

that the algorithm is based on a projective invariant, it is
capable of corresponding features that have been extracted
from images having considerably different viewpoints. More
details regarding the algorithm can be found in [6].

3.3 Matching Non-Coplanar Features

For clarity of notation, the following conventions are
made. Each image is identified by a positive index i, with
images I1 and I2 assumed to form the first stereo pair and I3

and I4 be the stereo pair acquired from the distant viewpoint.
The same indices are also used for identifying correspond-
ing points between the images, e.g. the 3D point P has two
corresponding points p1 and p2 in images I1 and I2. The
plane homography that is induced between images i and j
by one of the two 3D planes is denoted by Hij; similarly,
Uij denotes the homography induced by the other 3D plane.
Furthermore, it is assumed that intra-stereo point and line
matches (i.e. between images I1 - I2 and I3 - I4) have been
obtained using conventional sparse feature matching tech-
niques and that the two most prominent coplanar feature sets
have been identified in both stereo pairs as explained in sec-
tion 3.1. Also, the features of I3 that lie on the two planes
are assumed to have been matched with those of I1 and I2,
as described in section 3.2.

Referring to Fig.1, let P and O be two 3D points, with P
being on one of the two most prominent planes and O not
being on either of these two planes. Using their projections
p1 and o1 in I1, the line r1 ' p1 � o1 is defined, which
corresponds to r2 ' H12p1 � o2 in image I2. Line r2
intersects the other plane at a pointm2 in I2, which as shown
in [2], is defined bym2 ' r2 �U12

�T r1. Similarly, if Q
is a second point on the first plane, a line s1 ' q1 � o1 is
defined in I1, corresponding to line s2 ' H12q1�o2 in I2.
The intersection of s2 with the second plane in I2 is given
by n2 ' s2 � U12

�T s1. Thus, the projections of two
linesR and S that intersect at pointO have been constructed
in I1 and I2. Since the intersections of lines R and S with
the two planes are known, the projections of the former in
I3 can also be constructed as r3 ' (H23p2) � (U23m2)

and s3 ' (H23q2)� (U23n2), where p2 'H12p1 and
q2 ' H12q1 are the the points corresponding top1 andq1
in I2 respectively. Given r3 and s3, the projection of pointO
in I3 is simply o3 ' r3 � s3. Notice that the role of points
P and Q can be assumed by any pair of distinct points lying
on either of the two planes. In fact, the projection of point
O in I3 can be found by intersecting several lines between
the two planes, which are constructed as explained above.
Such an overconstrained solution is obtained using robust
least squares with the LMedS estimator [11] and is tolerant
to errors in feature localization and mismatches. Intuitively,
the two scene planes form a “reference frame” for the non
planar 3D points, since each of the latter is determined from
the intersection of at least two constraint lines defined by pairs
of points lying on both of the two planes. Thus, knowledge
of the two plane transformations in a new view (i.e. the
homographies), permits these constraint lines and, therefore,
their points of intersection, to be constructed in the new view.

So far, only the case of transferring points to I3 has been
examined. In the case of line segments, theoretically, it suf-
fices to transfer their endpoints in I3. For increased accuracy
however, more points on a given line L can be transferred in
I3. Then, the equation of l3 can be determined by line fitting
using the full set of transferred points.

4 Experimental Results

Due to space limitations, results from only one represen-
tative experiment are reported in this paper. More results
can be found in [7]. Throughout all experiments, intra-stereo
point and line matches were obtained using [13] and [5],
respectively.

The reported experiment refers to the outdoor images
shown in Fig.2. Intra-stereo point matches are shown with
identical labels in Figs.2(a) and (b), while points lying on the
two scene planes are marked with the symbols + and x in the
distant view of Fig.2(c). In this experiment, the proposed al-
gorithm did not employ the two most prominent planes of the
scene (i.e. the two walls of the building in the background).
Only the plane of the left wall along with the plane corre-
sponding to the car in the foreground were used instead. This
choice of scene planes intends to test the performance of the
method in cases of planes having small spatial extents and
are defined by a small number of points. Reprojected points
in the second stereo pair are drawn enumerated in Fig.2(c).
In this experiment, the mean reprojection error is 1.79 pixels,
while the error of reprojection by means of [3] is 6.15 pixels.
This discrepancy in the performance of the two schemes is
due to the fact that for some of the points not on the two
planes, the associated inter-stereo epipolar lines are almost
parallel and thus their points of intersection cannot be accu-
rately computed. On the other hand, the proposed method
is independent of the relative camera positions, therefore its



accuracy in this case is unaffected.

5 Conclusions

In this paper, a fully automatic method for matching im-
age features between two disparate stereo pairs has been pre-
sented. The proposed method has several advantages. First,
it exploits geometric constraints arising from the structure
of a scene, which are valid regardless of the viewpoints of
images and can be computed without any knowledge of cam-
era calibration. Second, the method is capable of handling
images that have been captured from significantly differ-
ent viewpoints, despite effects due to illumination changes,
perspective foreshortening, etc. Third, it does not rely on
estimates of the epipoles or the epipolar lines whose accurate
computation is known to be difficult. Finally, the method
handles points and lines in a unified manner by relying on
the same principles for deducing their correspondence.
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Figure 2. Outdoor scene experiment: (a)-(b)
first stereo pair, (c) an image from the second
stereo pair.


